Probability Theory, HW 2 Solution Notes

ARJUN AGARWAL

26 April 2025

This is a compilation of solutions for Assignment 2 of Probability Theory
class instructed by Prof. R. Srinivasan. The solutions are of original design.
The template is a modified template of the one used for USAMO solutions
by Evan Chen.
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§0 Problems

1. If X is a continuous random variable with distribution function F and density
function f, show that the random variable Y = | X| is also continuous and express
(with proof) its cumulative distribution function and density in terms of F' and
f. Find the density of ¥ when X has (i) normal distribution (ii) exponential
distribution and (iii) the Cauchy distribution.

2. Show that the [ |zu|f(z)dz becomes minimum when g is the median of the
distribution with density f. (For continuous distribution median is the point zy €
R such that F(zg) = 3.)

3. Show that the function

0, ife4+y<l1
F (‘T ) y) = .
1, ife4+y>1
is not a joint distribution function.
4. If the log X is normally distributed find the density X.

5. Let f be the density function of the random variable X. Suppose that X has a
symmetric distribution about a. Show that the mean E(X) equals a, provided it
exists

6. If E(X) = E(X?) = 0, show that P(X =0) =1
7. Let X and Y have the joint density

flay) = ™y —a)le

with 0 < x <y < 0.
Find (a) the constant ¢, (b) the marginal distributions of X and Y.

8. Calculate the characteristic function of a Gamma distribution with parameters A
and « and deduce the characteristic function of x?

9. Let X; and X5 be independent exponential variables, parameter A. Find the joint
density function of (Y7, Y2) where Y1 = X + Xy, Yo = %, and show that they are
independent.
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§1 Solutions
§1.1 Problem 1

Problem statement

If X is a continuous random variable with distribution function F' and density
function f, show that the random variable Y = |X| is also continuous and express
(with proof) its cumulative distribution function and density in terms of F' and
f. Find the density of ¥ when X has (i) normal distribution (ii) exponential

distribution and (iii) the Cauchy distribution.
\- J

Proof. For k <0, Ky(k)=0as Y = |X| > 0. For k£ > 0,
Fy (k) =P(—k < X < k)
= Fx (k) = Fx(=Fk)

As X is a continuous random variable, the CDF is differentiable except at a measure
zero set. Thus, differentiating on both sides

%Fy(@ _ %(Fx(k) — Fx(—k))
— fy(k) = fx(k) + fx(—K)

For k<0, fy(k)=0asY =|X|>0as PDF is 0 for Y < 0. (i)
fy (k) =fx(=k) + fx (k)
_ 1 (—k —n)? 1 (k —w)?
W%f@G %2>+ﬂm“4‘2ﬂ>

_ 1 (k +p)? 1 (k —n)?
R exp ( 952 + Sy exp 952

1 ox 7k2+21w+;¢2 4 oex 71{:2—214:;14—#2
- 2mo P 202 P 202
1 _ k2 + 2 —2ku N 2kp
= e exp 5,7 exp | 3 exp | 5 3

fy (k) =fx(=k) + fx (k)

=0+ ae
ak

(i

(iii)
fy (k) =fx(=k) + fx(k)

(vk—gﬂ+¢)+i(w—%¥+w)

1 1
+
((k+xo)2+72 (k—wo)2+72>

SHIE -
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§1.2 Problem 2

Problem statement

Show that the [*_ |z — p|f(z)dz becomes minimum when 4 is the median of the
distribution with density f. (For continuous distribution median is the point zy € R
such that F(zo) = 1.)

Proof. Define g(p) := [ |& — p|f(x)dz then,

J () % JEe

—00

= /_OO sgn(z — p) f(z)dx

oou -
= _ x)dx z)dx
/_Oof() +/M o)
=—F(p)+ (1 - F(n)
=1—2F(un)

Setting ¢'(1) =0 = F(u) = 1/2 => p = F~0.5) that is p is median, say M. To
prove this is a maxima, the first derivative test suffices as for p < M, 1 —2F(u) > 0 as
F is increasing and otherwise p > M then 1 — 2F(u) < 0 is decreasing making p = M

the maxima.
O

§1.3 Problem 3

Problem statement

Show that the function

0, fz+y<l1

F(x,y) =
(z,9) {1, ife+y>1

is not a joint distribution function.
g J

Proof. Proof by contradiction. Let F' define a joint distribution function. Notice
Pla < X <b,c<Y <d)=F(bd)— F(a,d) — F(b,c) + F(a,c)
As probability is always non-negative, P(0 < X <2,0<Y <2) >0 but
F(2,2) — F(2,0) — F(0,2) + F(0,0)=1—-1—-1+0=—1

As —1 < 0, we have a contradiction.
Thus, F' is not a valid joint distribution function. O
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§1.4 Problem 4

Problem statement

If the log X is normally distributed find the density X.

Proof. Let Nor(u,0%) ~Y =logX = X =elY) where Y is normally distributed.
This implies

P(X <z) =P <log(x))

— Jx(2) = fy (log(e)
exp (_ (log(x) — M)2>

202

— fx(@) = TV 210

§1.5 Problem 5

Problem statement

Let f be the density function of the random variable X. Suppose that X has a
symmetric distribution about a. Show that the mean E(X) equals a, provided it
exists

Proof. As the distribution is symmetric about a, f(a + x) = f(a — z) for all z € R.
Making the substitution © =a + k

E(X) = /OO zf(z)dx

—0o0

:/oo(a+k)f(a—|—k)dk
:a/oo f(a—i—k:)dk:+/oo kf(a+ k)dk

0 9]
=a+/_ookf(a+k:)dk+/0 kf(a+ k)dk

We will now make the substitution ¥’ = —k = dk' = —dk

— oo oo
:a—i%f —kf(a-l—k)dk’—l—/ kf(a+ k)dk
0

—a+ i%of K fla— KAk + / kf(a+ k)dk
0

:a—i-/ookf(a—i-K)—i-k'f(a—k')dk
0

=a—/oo(/<;—k)f(a+k:)dk:
0

=a
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Note, the combining of the integrals could only be done if both the integrals were finite
as otherwise oo+ o0 is undefined. Hence, this computation is only valid if E(a+K) =
E(X) exists as X =a+ K. O

§1.6 Problem 6

Problem statement

If E(X) = E(X2) = 0, show that P(X =0) =1

Proof. Notice, 02(X) = E(X?) — (E(X))?2 =0 — 02 = 0. Thus, by Chebyshev,

g
POX -l 2 k) < 2
0
— B(X -0 > k) < 5
— P(IX]|>k) <0

As probability is non-negative, P(|X| > k) <0 = P(X > k) =0 = P(X #0) =
0 = P(z=0)=1-0=1. O

§1.7 Problem 7

Problem statement

Let X and Y have the joint density
f@y) = ca™ Ny — 2y e

with 0 < z <y < 0.
Find (a) the constant ¢, (b) the marginal distributions of X and Y.

J

Proof. (a) We will use the fact that [;° [ f(z,y)dydz = 1, given 0 < 2 < y < o0.
Making the substitution t =y — 2z = dt = dy and

o0 [o.¢]
1= / / cx™ Yy — z)"2 e Vdyda
0 T
o0

[oe)
—/ caz”l_l/ et qtdy
0 0
o0 o0
:/ cx”l_le_x/ 2= le~tdtdr
0 0

[e.e]
= / cx™ e (ny)dx
0

:cF(ng)/ M e %y
0

= c['(n1)'(n2)
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1
I'(n1)I'(n2)
(b) For the marginal density of Y, using 0 < x <y

— C =

Frly) = / e
= y—1 "y — )2 e Yde
= [ Ty ey

1

- F(nl)F(Tl?)e_y/o

Making the substitution z = yt — da = ydt.

.’I}nl_l(y _ x)m_ldx

1 Yy
=~ Y t ni—1l¢,, t n2_1dt
fy(y) ()T (ma) y/O (yt)" (v — yt)
1 1
= —efy n1+n21/ t’nlfl 1 _ t ngfldt
TmT(na) ¥ A
1
[ —— ] n1+n2—1B
1“(111)1“(712)6 Y (n1,m2)
_ yn1+n2—11n1+n2 1y
I'(n1 + ng)

= Gamma(n; + ng, 1)(y)

Thus, Y ~ Gamma(n; + ng, 1) For the marginal of X, using x < y < co and making the
substitution t =y —2 = dt =dy

fx(z) = /_oo f(z,y)dy
o0 1

ni—1 ng—1_—

:/x —F(nl)F(nz)x Ty —x)" e Ydy
— —F(nl)lF(nQ)xnll/x (y —x)™ e ¥dy
L e

I'(n1)I(n2) 0
_ L mge /Oo(t)m_le_tdt

['(n1)I(n2) 0

1

N ———C P N )
= )T (ma) H(n2)

l‘nl_llnl
= ——6¢€

I'(n1)
= Gamma(nq, 1)(z)

—lx

Thus, X ~ Gamma(ni, 1). O
§1.8 Problem 8

Problem statement

Calculate the characteristic function of a Gamma distribution with parameters A
and « and deduce the characteristic function of y?
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Proof. Let X ~ Gamma(a, A). Then,
]E(eitX)

_ /oo eitac )\axa—l e—)\:cdw
0 I'(a)

«a 0o
_ A / ezta:xa—le—/\xdx
I(a) Jo

A oo )
_ / xa—le—()\—zt)mdx
I'(e) Jo

Making the substitution, (A —it)x =s = (A —it)dz =ds

=) =t ), u)m ¢

)\a o a—1 —s
_F(a)()\—it)o‘/o sToeds

it\ ¢
=(1-=
(1-3)
1

As x3 ~ Gamma(%, 5), therefore it’s characteristic function is same as that for Gamma(g, 1)
by the uniqueness of characteristic functions.

[SIE

O

Thus, the characteristic function of x7 is (1 — 2it)~ 2.

§1.9 Problem 9

Problem statement

Let X; and X5 be independent exponential variables, parameter A. Find the joint

density function of (Y7, Y2) where Y7 = X7 + Xy, Y5 = %, and show that they are
independent.

Proof. By the definition of Gamma distribution as sum of waiting times of exponential
distribution, Y7 ~ Gamma(),2) = fy, (y1) = Ayre L.

Now consider

Fry(ys) = /0 " Py (42) fx, (2)dz
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:/ (1 — e M2%) \e~ M dy
0

()
— / ef)\x - 67/\3:(1+y2)d$
0

1

_1+y2
1

(1+y2)?

- fYQ (y2) =

As the joint distribution of X7 and X is Fx, x,)(71,72) = A2e~M@ita2) and v, =
X1+ X9 Yo = %; thus the transformation Jacobian is

1 1
J=11 _x
Xo X2

Thus, the absolute determinent of the Jacobian is |J| =
AsYy =3t = iXﬁﬁ;*X? = X— -1 = X2

Thus, \J| 027 A X,

Xi+Xe _ Y

2 Y2
X2 X2

Y1
- Y2+1

Y+17

1
forye) (W1, y2) = ‘J‘f(xl,XQ)(m,@)
_ Y1 2 _—A
T

= Nyje !

(y2 +1)?
= (yl)fY2(y2)

Thus, Y7 and Ys are independent. ]
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